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Motivation

• LDA

– Does not model correlations 

among topics

• HDP

– Topic correlations from base 

measures of Dirichlet prior



Motivation (cont’d)

• CTM

– Mixture weights: logistic normal, pairwise

topic correlations



PAM

• Pachinko allocation model (PAM)

• Pachinko: Japanese game, balls fall through 

pins from top to bottom

• Explicitly represent arbitrary topic correlations



The Model

• Topics, sub-topics

– Each topic is a Dirichlet distribution

• Generative model
1. Sample a multinomial from each topic’s Dirichlet

2. Starting from top of tree, sample from multinomials, moving 
down tree 

3. At bottom, sample from sub-topic multinomial for a word

• This paper: only 4-level PAM



The Model (cont’d)

• Joint prob. of document, path, multinomials:

• Marginal:



Inference

• Gibbs sampling

• For each word

– Sample a topic path, enumerating all possibilities

– n: empirical frequencies

– alpha: parameter of root and super-topic Dirichlet

– Beta: parameter of sub-topic Dirichlet



Parameter Estimation

• Need to estimate Dirichlet parameters alpha 

for super-topics

• At each iteration of sampling:



Results

• Rexa



Results (cont’d)

• Human judgment

– Which topic description has stronger sense of semantic 
coherence and specificity?



Results (cont’d)

• Likelihood comparison on holdout set 

– NIPS data

– PAM and LDA the best

– PAM better for larger number of topics

• Document classification accuracy



Conclusion

• Main contribution: a model which captures 

correlations between topics

• Model is flexible

– Could use any distribution in nodes

• Problem is well motivated
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hPAM

• Extension of PAM

• Every node has distribution over words



hPAM1

• Generative model:



hPAM2

• Generative model:



Inference

• Gibbs sampling

• For each word

– Sample super-topic, sub-topic, and level

– For hPAM1:

• Speed up: marginal distr. over output topics



Results

• Likelihood on holdout set: Medline DB

– Train model on training set

– Calculate empirical distribution over words drawn from model

– Calculate likelihood of holdout documents

– Repeated for different numbers of super-topics

– hPAM better for larger number of topics (finer granularity)



Results (cont’d)

• hPAM1 combines high topic/journal MI and high 
empirical log-likelihood

• Quality of topics: qualitative



Conclusion

• Main contribution: model hierarchical structure 

of topics and their interdependencies

• Relatively simple extension of PAM

• Could use other configurations

– Not all subtopics must be shared . . .


