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Presentation Outline

● Sparse Transformers
○ Background
○ Learned attention patterns
○ Architectural details

■ Factorized Self-attention
■ Recomputating attention
■ Scaling to deeper networks
■ Improved Embeddings

○ Results
● An Image is 16x16 words

○ Background
○ Architecture
○ Inductive Bias
○ Hybrid Architecture
○ Results
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Sparse Transformers: Background

● Autoregressive sequence generation problem: model high-dimensional data 
as product of conditional probabilities

● Transformers are powerful but expensive: computation and memory grows 
quadratically with sequence length because each self-attention layer has a 
global receptive field

● Main Idea: Sparse factorization of the attention matrix to reduce computation 
and memory complexity to
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Sparse Transformers: Attention Visualization

● Analyze learned attention patterns for 128-layer dense transformer network 
on CIFAR-10

● Early layers: Attention pattern resembles convolution
● Layers 19-20: Row and column attention
● Data dependent global access patterns
● Layers 64-128: extremely sparse attention
● Most attention patterns are sparse!
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Sparse Transformers: Attention Visualization
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Sparse Transformers: Attention Visualization

Layers 19-20: Row and column attention
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Sparse Transformers: Attention Visualization

Data dependent global access patterns
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Sparse Transformers: Attention Visualization

Layers 64-128: extremely sparse attention
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Sparse Transformers: Factorized Self-Attention

● S is connectivity pattern 
where       represents 
input indices which i’th 
output vector attends

● For vanilla transformer, 
each 
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Sparse Transformers: Factorized Self-Attention

● Top images indicate which 
positions each attention head 
receive as input

● Right image indicates 
connectivity matrix for these 
attention heads
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Sparse Transformers: Factorized Self-Attention

● Factorized self 
attention has p 
separate heads

● Each head defines a 
subset of indices

● We chose efficient 
choices of of A so that 
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Sparse Transformers: Factorized Self-Attention

● Valid choices of A are where all input positions are connected to all future 
output positions across the p steps of attention

● This criteria along with ones on previous slide, enable sparse, factorized 
attention units that can propagate any input to any output while reducing 
effective computation to

● Next slides we will see some 2-dimensional (p=2) factorized attention 
examples which can easily be extended to higher dimensions
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Sparse Transformers: Strided Attention Pattern

● l = stride and chosen to be close to 
● p=1 head attends to previous l locations
● p=2 head attends to every l’th location
● This formulation works well if data naturally has a structure that aligns with 

the stride, like images or some types of music
● For data without a periodic structure like text, this formulation fails to properly 

route information
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Sparse Transformers: Strided Attention Pattern

● Top images indicate which 
positions each attention head 
receive as input

● Right image indicates 
connectivity matrix for these 
attention heads
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Sparse Transformers: Fixed Attention Pattern

● For data without a periodic structure like text, use fixed pattern instead
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Sparse Transformers: Fixed Attention Pattern

● Top images indicate which 
positions each attention head 
receive as input

● Right image indicates 
connectivity matrix for these 
attention heads



Sanchit Vohra CS 598 BAN: AR3

Sparse Transformers: Factorized Self-Attention

● Technique 1: one attention type per residual block interleaved sequentially

● Technique 2: single self attention head that has pixels of all factorized heads

● Technique 3: use multi-head attention with the separate, merged or 
interleaved  heads
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Sparse Transformers: Recompute Attention

● When backpropagating gradients, results from forward pass are stored in 
memory

● However, for sparse attention, memory usage >>> computation cost 
especially when sequences become long

● Recompute forward layers to enable networks with hundred of layers and 
sequence lengths of 16384 (128 x 128) 
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Sparse Transformers: Scaling to deep networks

● Transformers are difficult to train with many layers; change architecture to 
enable deeper transformers
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Sparse Transformers: Scaling to deep networks

● Add learned embeddings which either encoded structure (data embeddings) 
or factorized attention patterns (attention embeddings)

● For images, data embeddings work better and for text, audio two-dimensional 
attention embeddings work better

● o is encoded position in data/attention
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Sparse Transformers: Recompute Attention
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Sparse Transformers: Results
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Sparse Transformers: Results
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An image is 16x16 words: Background

● Despite success of transformer in NLP (BERT, GPT), in computer vision, 
convolutional patterns remain dominant

● Naively applying pixel-to-pixel attention scales quadratically and becomes 
unrealistic for reasonable image sizes

● Models that replace convolutions with self-attention (Sparse Transformers) 
are hard to scale on hardware acceleration due to use of specialized attention 
patterns

● Apply standard transformer encoder on images directly with the fewest 
possible changes
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An image is 16x16 words: Background

● When trained on mid-size datasets, the transformer model’s performance is a 
few points lower than ResNets of comparable size

● This is expected since transformers lack inductive bias of convolutions: 
translation equivariance and locality

● However, on large datasets (14M-300M images), the transformer overcomes 
these inductive biases and achieves SOTA performance on classification task 
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An image is 16x16 words: Architecture

● Divide image into flattened patches of size (P, P) -> P^2
● Linearly project flattened patched into D dimensions
● Add learned 1-D positional encoding to inputs
● Append class embedding to the input, whose output is the classifier input
● Attach MLP classifier and classify image
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An image is 16x16 words: Architecture
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An image is 16x16 words: Inductive Bias

● As mentioned Earlier, ViT has much less image-specific inductive bias when 
compared to CNN

● Convolutions exploit locality, two-dimensional neighborhood structure, and 
translation equivariance

● In ViT, multi-head self attention layers are global!
● Two-dimensional structure is only used during the beginning when image is 

split into patches (P, P)
● Even positional embeddings are learned in 1-D
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An image is 16x16 words: Hybrid Architecture

● Instead of using patches from image, use patches from output of CNN 
feature map

● Linearly project CNN patches using learned embedding + learned 1-D 
positional embedding

● Can use spatial 1x1 patches by flattening features 
● Everything else remains the same



Sanchit Vohra CS 598 BAN: AR3

An image is 16x16 words: Results



Sanchit Vohra CS 598 BAN: AR3

An image is 16x16 words: Results



Sanchit Vohra CS 598 BAN: AR3

An image is 16x16 words: Results



Sanchit Vohra CS 598 BAN: AR3

An image is 16x16 words: Results



Sanchit Vohra CS 598 BAN: AR3
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