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Motivation

@ Unsupervised learning: tasks unknown at training
@ Disentangled representation: explicit salient features
o facial expression, eye color, hairstyle, eyeglasses, identity
o MNIST: digit, angle, thickness of stroke
@ hossRBM (higher-order spike-and-slab restricted Boltzmann
Machines)
e Discrete features
e Exponential cost in number of features
o InfoGAN
e Discrete and continuous
o Efficient
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N
Method

@ Recall GAN:

mGin max V(D, G) =Exp,,.[log D(X)] + Ez.p,[log(l — D(G(Z)))]

Issue: Z may be entangled

e Idea: G(Z,C)
o "latent code” C = (Cy,..., (), where P(C) =[], P(G)
e Mutual information /(X;Y) = H(X) - H(X | Y)

e amount of info learned from Y about X
Intuition: maximize /(C; G(Z, C))
InfoGAN:

m(gn max Vi(D,G) = V(D,G) - XI(C;G(Z,C))
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Method

e Issue: /(C; G(Z, C)) hard to maximize without P(C | X)
@ Idea: Variational Information Maximization
e Lower bound by approximating P(C | X) with Q(C | X)

I(C; G(Z, C)) = H(C) — H(C | 6(Z, C))
= Ex~G[Ec/~pllog P(C" | X)]] + H(C)
=Ex~c[Dxi(P || Q) +Ecepllog Q(C" | X)]] + H(C)
> Ex~c[Eci~pllog Q(C" | X)]] + H(C)
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