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Light Background: 
Traditionally Generative Neural Samplers are probabilistic models that sample using a feed forward 
network (random input vector -> probability distribution based of network weights) 

Probabilistic generative models are great for samples and derivations and derivatives but fail in 
cases where generative adversarial models succeed. Namely, computing likelihoods and 
marginalization.
 

The paper expresses that GANS are essentially a more sophisticated version of generative models 
due to the type of neural network they use. Generative models can imitate this behavior through the 
introduction of the divergence functions. 



Paper Concepts: 
Probabilistic models that sample using a feed forward network (random input vector -> probability 
distribution based of network weights), GANs and other Generative Neural Samplers are able to do 
this one pass. 

How can general probabilistic models improve their performance and application? Through imitating 
GANs and converting them into a Generative Neural Sampler type Model.

The paper expresses that GNS models are able to broaden and improve the performance and 
additional applications of GANs through the usage of divergence functions* for training GNS models. 

*Divergence Functions are functions used to measure the difference between distributions.

The paper covers the choices of f-divergence, training complexity, and quality of the final result. This 
paper is different from the usual paper with one singular model. Rather this paper suggests a class 
of changes.
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Background- Probabilistic Generative Models 

Recall probabilistic generative models describe a 
probability distribution over a given domain X.

Given Q, a generative model, attempting to describe 
class Q , you can perform one of the following 
tasks: 

● Sampling
● Estimation 
● Point-wise Likelihood Evaluation 

● Sampling: inspecting samples or calculating a 
function on a set of samples -> able to get 
ideas about the distribution / resolve 
decisions

● Estimation: Given samples {x1, x2, . . . , xn} 
from an unknown distribution, Q is able to 
describe the distribution. *true distributions.

● Point-wise Likelihood Eval:   Given sample x, 
able to evaluate likelihood 



Background - GANs 

GANs follow the mathematical model: Jensen-Shannon divergence, and specifically minimizing it.  

● DKL  = Kullback-Liebler Divergence, essentially a second discriminator
 

● These two divergence factors work together to find the overall distribution given enough samples 

These GAN properties are important to know because they are the properties that will be generalized 
and applied to the GNS through the divergence function. 

They are extremely efficient because when creating a single sample it requires one pass through its feed 
forward neural network.  



Model - Generalizing GANs with F-Divergence 

1. Derive the GAN training objectives for all f-divergences and provide as example 
additional divergence functions, including the Kullback-Leibler and Pearson 
divergences.

2. Simplify the saddle-point optimization procedure in new derived equation.

3. Provide experimental insight into which divergence function is suitable for estimating 
generative neural samplers for use case. 

Take Nguyen DK Equation for general purpose divergence functions as a base for point (3). 



Model - Generalizing GANs with F-Divergence (2)

Taking the Nguyen and incorporating the dual divergence functions from GANS we come 
up with: 

There are some special properties for the custom function that we generated (on the right): 

● Given two distributions the function aims to measure the difference between the two distributions 
and that is our F-Divergence. 

● f: R+ -> R, is a convex lower semicontinuous function where f(1) = 0. This is specific for the 
function above and would be different for different functions. (f(1) = 0, is important so Df (P||P) = 0 



Model - Variational Estimation of f-Divergences 

The Nguyen derives a general variational method to estimate f-divergences given samples from P & Q. 
The equation estimates a function for P and Q as opposed to the desired result of estimating model 
parameters. 

The paper introduces VDM (variational divergence minimization): 
Taking the derived equation earlier with the properties:

f: R+ -> R, is a convex lower semicontinuous function where f(1) = 0. This is specific for the function above and would 
be different for different functions.

● We can derive a new function: Every convex, lower-semicontinuous function f has a convex 
conjugate function f ∗ , also known as the Fenchel conjugate



Model - Side by Side Comparison of Functions 

The Nguyen derives a general variational method to estimate f-divergences given samples from P & Q. 
The equation estimates a function for P and Q as opposed to the desired result of estimating model 
parameters. 

The paper introduces VDM (variational divergence minimization): 
Taking the derived equation earlier with the properties:

f: R+ -> R, is a convex lower semicontinuous function where f(1) = 0. This is specific for the function above and would 
be different for different functions.

● We can derive a new function: Every convex, lower-semicontinuous function f has a convex 
conjugate function f ∗ , also known as the Fenchel conjugate. This in turn  is again convex and 
lower-semicontinuous and the pair (f, f ∗ ) is dual to another in the sense that f ∗∗ = f. Thus, f = f(u)



Full Derivation from Start to Finish



Variational Divergence Minimization (VDM) 

VDM application to the function derived from Nguyen:

● All the previous work was necessary to get the variational lower bound on the f-divergence in order to 
estimate the generative model Q given distribution P. 

● Similar to a GAN, we use two neural networks. Q is the generative model and T is the variational 
function. 

○ Q takes a random vector and outputs a sample
○ T takes a sample and returns a scalar. 

● Q is generated through the following f-GAN objective function that finds a saddle point to get Q. 
○ Theta is a vector pertaining to Q. w is the vector pertaining to T. 



VDM - Finding Optimal F

The expected values are approximated through minibatches.
●  The first term is sampled from the training set without replacement.
● The second term is taken from current  QTheta.

Running Single-Step Gradient we are able to find a saddle point where Theta is strongly convex and W is 
strongly concave. Essentially maximising Theta and minimizing W. 

There can be many satisfying saddle points and so it comes down to setting a custom metric as to what 
you want to accept. 



VDM vs. GAN Structure

F-GAN Model

GAN Model

Key Differences: The D function for GANs is a discriminat function that is more complex than the T lower 
bound designator function. Also in terms of training speed, maximizing the second term in the F-Gan 
model is easier than minimizing the second term in the GAN model.



Side by Side Comparisons of f-Divergences



Experiment with differnet divergence functions:

Have models learn a Gaussian distribution and find 
the most optimal parameters to describe the 
Gaussian distribution. 

When Q, our model, is turned into a linear function 
that receives:                         . Q outputs:  

Theta in this case is a combination of (mu and 
sigma).

Applications - Different f-Divergences

Experiment           Results 



Two components to the VDM: Generative Model and 
Variational Function.

Very simple generative model with batch 
normalization, ReLU, and sigmoid activation 
functions. The variational function is also simple 
with a few linear layers and exponential in between. 

The VDM is trained as described by sampling 
without replacement from batches of size 4096. The 
model is then trained on that information for one 
hour. 

Compared against variational autoencoders with 20 
latent dimensions. 

Applications & Results - MNIST Digits

The results are calculated using kernel density 
estimation. The goal is to measure the average 
log-likelihood of the performance. 

Model Design and Training       Results 



Summary of Concepts & Conclusion

The paper was focused more on the structure of 
GANs and figuring out ways to improve upon them. 

The paper came up with the concept of 
f-divergence, hence the name of the paper f-GAN. 

Utilizing the proper divergence function leads to the 
optimal model and better performance. 

The paper contributed the VDM model and the 
general idea behind the usage of f-Divergence with 
an application towards GNS / GANs. 

Thus, GANs can be generalized to an arbitrary 
divergence function and the algorithm behind GANs 
is simplified as well. 
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