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Motivation and Background

Data is on discrete domain, models are continuous

Need for de-quantization to move back and forth

Continuous change of variables

pX (x) = pZ (z)

∣∣∣∣det
dz

dx

∣∣∣∣ , z = f (x)

Variety of flows have been developed

Coupling flows: Input x = [xa, xb], deep nets s(·), t(·)

z = [za, zb] = f (x) = [xa, xb � s(xa) + t(xa)]

Factor-out layers:

[z1, y1] = f1(x) , z2 = f2(y1) , z = [z1, z2]

p(x) = p(z2)
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Lossless Compression, Entropy Encoding

True data distribution x ∼ D
Encode x with − logD(x) bits
Expected code length is entropy H(D) = Ex∼D[− logD(x)

Model using distribution pX (x)

x encoded as c(x), with |c(x)| ≈ − log pX (x) bits

Expected code length

Ex∼D[|c(x)|] ≈ Ex∼D[− log pX (x)] ≥ H(D)

Map symbols to bits, use entropy encoders

Compression: Map x to z, encode using pZ (z)
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Integer Discrete Flows (IDFs)

IDFs learn probability mass functions on Zd , over integer vectors

Prior pZ on Zd , bijective map f : Zd 7→ Zd

pX (x) = pZ (z) , z = f (x)

Stack multiple IDF layers {fl}Ll=1, ensure composition is closed

Integer discrete coupling: Additive coupling with rounding

za = xa , zb = xb + bt(xa)e

Backprop through rounding: Ignore rounding, i.e., ∇xbxe = 1

Incurs bias in gradient computation
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Tractable Discrete Distributions

Logistic(z |µ, s) has CDF sigmoid on (x − µ)/s, i.e., σ((x − µ)/s)

Prior pZ is factored discreteized logistic distribution

DLogistic(z |µ, s) =

∫ z+1/2

z−1/2
Logistic(z ′|µ, s)dz ′

= σ

(
z + 1/2− µ

s

)
− σ

(
z − 1/2− µ

s

)
For stacked layers, µ, s are deep nets

Factor out layers [zl , yl ], zl uses µ(yl), s(yl)

Beyond unimodality: Use a mixture model

p(z |µ, s, π) =
∑
k

πk · p(z |µk , sk)
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Architecture, Gradient Bias
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Results: Image Compression, Vision benchmarks
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Results: Image Compression, Histology
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Results: Progressive Image Rendering
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Results: Probability Mass Estimation
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Surjections for Flows
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Unifying Framework: VAEs, Flows, etc.

Surjective maps:

Generative: ∀x ∈ X , ∃z ∈ Z, x = f (z)
Inference: ∀z ∈ Z, ∃x ∈ X , z = g(x)
Inverse map is stochastic with support on preimage

For bijections, e.g., flows

log p(x) = log p(z) + log | det J| , z = f −1(x)

For stochastic transformations, e.g., VAEs

log p(x) = Eq(z|x)[log p(x|z)]−KL(q(z|x)‖p(z))+KL(q(z|x)‖p(z|x))

General perspective

log p(x) ≈ log p(z) + V(x, z) + E(x, z) , z ∼ q(z|x)

V(x, z): Likelihood contribution
E(x, z): Bound looseness
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Log-Likelihood Computation
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Composable Blocks of SurVAE Flows
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Examples: Inference Surjection Layers
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Unifying Framework, Redux
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Results: Synthetic Data
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Results: Point Clouds

Instructor: Arindam Banerjee Discrete, Mixed Flows



19/21

Results: Bits/dim in benchmarks
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Results: Comparison with GANs

Instructor: Arindam Banerjee Discrete, Mixed Flows



21/21

References

E. Hoogeboom, J. Peters, R. van den Berg, M. Welling. Integer discrete
flows and lossless compression. NeurIPS, 2019.

D. Nielsen, P. Jaini, E. Hoogeboom, O. Winther, M. Welling, SurVAE
flows: Surjections to bridge the gap between VAEs and flows, NeurIPS,
2020.

Instructor: Arindam Banerjee Discrete, Mixed Flows


