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Abstract
Automated unsupervised learning of topic-based clusters is
used in various text data mining applications, e.g., docu-
ment organization in content management, information re-
trieval and filtering in news aggregation services. Typically
batch models are used for this purpose, which perform clus-
tering on the document collection in aggregate. In this pa-
per, we first analyze three batch topic models that have been
recently proposed in the machine learning and data min-
ing community – Latent Dirichlet Allocation (LDA), Dirich-
let Compound Multinomial (DCM) mixtures and von-Mises
Fisher (vMF) mixture models. Our discussion uses a com-
mon framework based on the particular assumptions made
regarding the conditional distributions corresponding to each
component and the topic priors. Our experiments on large
real-world document collections demonstrate that though
LDA is a good model for finding word-level topics, vMF finds
better document-level topic clusters more efficiently, which is
often important in text mining applications. In cases where
offline clustering on complete document collections is infea-
sible due to resource constraints, online unsupervised clus-
tering methods that process incoming data incrementally
are necessary. To this end, we propose online variants of
vMF, EDCM and LDA. Experiments on real-world stream-
ing text illustrate the speed and performance benefits of on-
line vMF. Finally, we propose a practical heuristic for hybrid
topic modeling, which learns online topic models on stream-
ing text data and intermittently runs batch topic models on
aggregated documents offline. Such a hybrid model is use-
ful for applications (e.g., dynamic topic-based aggregation of
consumer-generated content in social networking sites) that
need a good tradeoff between the performance of batch of-
fline algorithms and efficiency of incremental online algo-
rithms.

1 Introduction

Text data mining techniques have widespread applica-
tion in today’s internet technologies. Automated unsu-
pervised learning of latent topics from text documents
is useful for different applications, like document orga-
nization (e.g., topic-based clustering of news articles),
better retrieval and filtering of information (e.g., per-
sonalization of search results based on user interests),
etc. Typically batch algorithms are used for this pur-
pose, which perform clustering on the document collec-
tion in aggregate. Due to the large volume of text data
that needs to be processed in these applications, scaling
up of topic modeling algorithms to large datasets is very
crucial.
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In this paper, we first analyze three batch topic
models that have been recently proposed in the machine
learning and data mining community – Latent Dirichlet
Allocation (LDA), Dirichlet Compound Multinomial
(DCM) mixtures and von-Mises Fisher (vMF) mixture
models – using a common framework based on the
particular assumptions made regarding the conditional
distributions corresponding to each component and the
topic priors. vMF and DCM are essentially mixture
models, which model topics at the document-level,
while LDA is a more complex Bayesian model that
considers per-word topic distributions. Since topic-
based clustering at the document level is important
in many text mining applications, we compare the
efficiency and performance tradeoffs of these batch
models in the task of document clustering.

Many applications also need the ability to process
large volumes of data arriving over time in a stream,
e.g., news articles arriving continually over a newswire.
There are various challenges in analyzing such data –
the whole data cannot be fit into memory at once and
has to be processed incrementally, multiple scans of the
data kept in secondary storage is not always possible
due to real-time response rate requirements, etc. [48].
This necessitates the use of incremental topic models
while performing unsupervised learning over streaming
text, to efficiently handle the scale and response-rate
requirements in unsupervised text mining applications
on the web. To this end, we propose online variants of
the three topic models – LDA, vMF and DCM, which
would be very useful in inferring underlying topics on
fast incoming streams of text where aggregate data
analysis on the complete document corpus is not always
feasible due to time and resource constraints.

Another phenomenon that is occurring on the web
is its movement from being a mechanism for delivering
static web-content in the extant Web 1.0 model to a
platform facilitating dynamic collaborative content cre-
ation in the emerging Web 2.0 paradigm. This trend is
reflected in the growing popularity of new web services
(e.g., Wikipedia, Slashdot, Webwag, Blogger) hosting
consumer-generated media, and has created an explo-
sion of text content being continually generated by users



online. A lot of Web 2.0 applications are facing the need
to process incoming data streams incrementally during
peak load, with the option of doing offline processing on
non-peak hours. This motivated us to create a practical
hybrid topic model scheme: learning online topic models
on streaming data, with intermittent background batch
topic models on offline aggregated text documents. The
online component is necessary for categorizing docu-
ments into topic-based clusters in real-time, whereas the
intermittent batch processing is required for improved
unsupervised mining on larger offline text collections.

The main contributions of the paper are:

• Comparing the performance of different offline topic
modeling algorithms, and demonstrating that while
LDA is good at finding word-level topics, vMF is
more effective and efficient at finding document-
level clusters;

• Proposing a new online vMF algorithm, that out-
performs online versions of LDA and DCM in effi-
ciency and performance;

• Presenting a practical hybrid scheme for topic mod-
eling over document streams, which provides a good
tradeoff between speed and accuracy while per-
forming unsupervised learning over large volumes
of text.

The paper is organized as follows: Section 2 gives
an overview of the three batch topic models we consider
in this paper, while Section 3 discusses their online vari-
ants. The experiments in Section 4 empirically com-
pare the algorithms, while Section 5 discusses related
research in this area. Finally, Section 6 concludes the
paper with discussions about possible areas of future
work.

2 Batch Topic Models

Unsupervised text mining and topic modeling has been
a focus of active research over the past few years. The
popular generative clustering and topic models for text
analysis can be broadly divided into a few categories,
depending on the particular assumptions made regard-
ing the conditional distributions corresponding to each
component and the cluster priors. The conditional as-
sumptions are typically from one of two classes of dis-
tributions: multinomial distributions on the unit sim-
plex [36], or the von-Mises Fisher distribution on the
unit hypersphere [5]. Further, the probability of an
observation can be computed from the conditional dis-
tribution using a point estimate of the distribution, as
is typical in vMF models [5] and was used originally
in multinomial models [36], or from a full Bayesian

model, as is becoming increasingly common for multi-
nomial distributions [21]. The cluster priors were tra-
ditionally modeled using a distribution that was fixed
across all documents, leading to the mixture of unigrams
model [7, 45]. Recent years have seen development of
non-parametric Bayesian modeling of the priors [10, 21].
Table 1 summarizes the main unsupervised models for
text analysis, based on the above discussion.

In this paper, we focus on 3 representative models
based on different assumptions on the conditional and
prior:

1. Point Prior, Point Conditional: The first model
we consider is the mixture of von Mises-Fisher
distributions [6, 5] that uses a point estimate for
the prior and a point estimate for the conditional
distribution corresponding to each cluster.

2. Point Prior, Bayesian Conditional: The second
model is the mixture of Dirichlet compound multi-
nomial distribution [45, 29, 18] that uses a point
estimate for the prior and a full Bayesian model
for computing probability of an observation from a
cluster.

3. Bayesian Prior, Bayesian Conditional: The third
model is the Bayesian latent dirichlet allocation
model [21, 10] that uses a non-parametric Bayesian
model for the priors and a full Bayesian model
for computing probability of an observation from
a cluster.

We describe the details of each model briefly in the
following subsections.

2.1 vMF Models The first model is a classic ex-
ample of a mixture model [7, 5] that uses von Mises-
Fisher distributions as the components. Figure 1 shows
the graphical model representation of such a mixture
model. The use of von Mises-Fisher distributions for
text analysis was largely motivated by the extensive use
of cosine-similarity in the information retrieval commu-
nity [20, 40]. The spherical kmeans algorithm, a spe-
cial case of the mixture of von Mises-Fisher distribution
model, was one of the earlier successful models for text
clustering. In the mixture of von Mises-Fisher (movMF)
distributions model, documents are represented as an
unit vector which is simply the L2 normalized version
of the TFIDF vector [20] corresponding to the docu-
ment. Thus, all documents lie on the surface of the unit
hypersphere. Further, since all components of all the
unit vectors are positive, the data actually lies only on
the portion of the hypersphere on the positive orthant.

A d-dimensional unit random vector x (i.e., x ∈ R
d

and ‖x‖ = 1, or equivalently x ∈ S
d−1) is said to



Conditional
Multinomial von-Mises Fisher

Point Bayesian Point

Prior
Point naive-Bayes [36] DM [45, 46], DCM [29, 18] movMF [5]

NP Bayes LDA [10] Bayesian LDA [21] -

Table 1: Unsupervised models for text. The conditional is typically from the multinomial or vMF distribution,
and the observation probability can be computed from a point estimate [36, 5] or a Bayesian model [45]. The
prior is typically either a point estimate [7, 45, 18] or a non-parametric Bayesian model [10, 21].

Figure 1: Graphical plate model of the vMF mixture
model. z are the latent cluster variables, Θ are the
model parameters, and x are the observed unit vectors.

have d-variate von Mises-Fisher (vMF) distribution if
its probability density function is given by

(2.1) f(x|µ, κ) = cd(κ)e
κµT

x,

where ‖µ‖ = 1, κ ≥ 0 and d ≥ 2. The normalizing
constant cd(κ) is given by

(2.2) cd(κ) =
κd/2−1

(2π)d/2Id/2−1(κ)
,

where Ir(·) represents the modified Bessel function of
the first kind and order r. The density f(x|µ, κ) is
parameterized by the mean direction µ, and the con-

centration parameter κ, so-called because it character-
izes how strongly the unit vectors drawn according to
f(x|µ, κ) are concentrated about the mean direction µ.
Larger values of κ imply stronger concentration about
the mean direction. In particular when κ = 0, f(x|µ, κ)
reduces to the uniform density on S

d−1, and as κ→ ∞,
f(x|µ, κ) tends to a point density. The interested reader
is referred to [31] or [16] for details on vMF distributions.

Consider a mixture model over k vMF (movMF)
distributions

(2.3) f(x|Θ) =
k

∑

h=1

αhfh(x|θh),

where Θ = {α1, · · · , αk, θ1, · · · , θk} and the αh are
non-negative and sum to one, and fh(x|θh) is a vMF

distribution with parameter θh = (µh, κh) for 1 ≤
h ≤ k. Given a set X = {x1, · · · ,xm} of data
points assumed to have been sampled i.i.d. following the
mixture distribution, one can use the EM algorithm and
appropriate approximations to estimate the parameters
of the model. Following [5], the M-step involves the
following parameter updates:

αh =
1

m

m
∑

i=1

p(h|xi,Θ) ,(2.4)

rh =

m
∑

i=1

xip(h|xi,Θ) , r̄h =
‖rh‖

∑m
i=1 p(h|xi)

,(2.5)

µ̂h =
rh

‖rh‖
,(2.6)

κ̂h =
r̄hd− r̄3h
1 − r̄2h

.(2.7)

In the E-step, the distribution of the hidden vari-
ables [34, 8] is computed as

(2.8) p(h|xi,Θ) =
αh fh(xi|Θ)

∑k
l=1 αl fl(xi|Θ)

.

It can be shown [14] that the incomplete data log-
likelihood, log p(X|Θ), is non-decreasing at each iter-
ation of the parameter and distribution updates. Itera-
tion over these two updates till convergence constitutes
the movMF algorithm.

One can consider a second update scheme based on
hard assignment, instead of a probabilistic assignment,
given by
(2.9)

q(h|xi,Θ) =







1, if h = argmax
h′

p(h′|xi,Θ),

0, otherwise.

Spherical kmeans is a useful special case of the hard
assignment model corresponding to the case when all
κh are assumed to be the same [5, 15].

2.2 DM/DCM models The second model we con-
sider is the Dirichlet mixture (DM) [45, 46], which is also



known as the mixture of Dirichlet compound multino-
mial (DCM) distributions [29, 18]. The model is simi-
lar to a mixture model, such as movMF, but uses a full
Bayesian model on the conditional distribution corre-
sponding to each cluster. In particular, the model uses
a Dirichlet prior over multinomial conditionals, where
the parameters of the Dirichlet are different for every
cluster. Figure 2 shows a graphical model representa-
tion of the mixture of DCM model.

Figure 2: Graphical plate model of DCM mixture
model. z are the latent cluster variables, φ and β are
the model parameters, and w are the observed words.

The mixture of multinomial model [36] is one of
the earlier models for text analysis and is an example
of a naive-Bayes model [35]. In the basic model,
corresponding to each cluster, one assumes a probability
distribution over all words, i.e., for a word wj , φj is the

probability of emitting wj , so that
∑d
j=1 φj = 1. Then,

a document is generated by sampling repeatedly from
the word distribution. The naive-Bayes assumption
posits conditional independence of subsequent draws, so
that for a document x with xj occurrences of word wj ,
the probability of observing x given the model is

(2.10) p(x|φ) =
n!

∏d
j=1 xj

d
∏

j=1

φ
xj

j .

Instead of using a single multinomial for each cluster,
the DCM model assumes a Dirichlet prior over all
multinomials. In particular, the prior probability of the
multinomial with parameter φ is

(2.11) D(φ|β) =
Γ

(

∑d
j=1 βj

)

∏d
j=1 Γ(βj)

d
∏

j=1

φ
βj−1
j ,

where β is the parameter of the Dirichlet distribution.
Then, the probability of observing document x is ob-
tained by integrating the probability contributions of

individual multinomials over the prior so that

p(x|β) =

∫

φ

p(x|φ)p(φ|β)dφ

=
n!

∏d
j=1 xj

Γ
(

∑d
j=1 βj

)

Γ
(

∑d
j=1(xj + βj)

)

d
∏

j=1

Γ(xj + βj)

Γ(βj)
.

The DCM distribution does not belong to the expo-
nential family [18] and the maximum likelihood pa-
rameters estimates need non-trivial iterative computa-
tions [32, 45]. Motivated by such computational bot-
tlenecks, Elkan [18] recently proposed an exponential
family approximation of the DCM model, known as the
EDCM model, for which the computations are compar-
atively reasonable. In particular, the probability of the
document x is given by

(2.12) q(x|β) = n!
Γ(s)

Γ(s+ n)

∏

j:xj≥1

βj
xj

,

where β is the parameter of the EDCM model, and
s =

∑d
j=1 βj . Given a set of m documents X =

{x1, · · · ,xm}, one can run an EM algorithm for the
mixture of EDCM models in order to estimate the
parameters as well as get a clustering of the documents.
The E-step involves computing p(h|x) and is similar to
that of the mixture of vMF distributions. The M-step
parameter estimates (sh,βh), h = 1, . . . , k are given by

sh =
Pd

j=1

Pm
i=1

p(h|xi)I(xij≥1)
P

m
i=1

p(h|xi)Ψ(sh+ni)−MΨ(sh) ,(2.13)

βhj =
Pm

i=1
p(h|xi)I(xij≥1)

P

m
i=1

p(h|xi)ψ(sh+ni)−MΨ(sh) ,(2.14)

where ni is the number of words in document xi.
1

Elkan [18] recommends several other practical ways to
get high quality clustering results from the mixture of
EDCM model.

2.3 LDA models The third model is a full Bayesian
version of latent Dirichlet allocation (LDA) [21, 10]. The
fundamental difference between the LDA model and the
vMF and DCM models is that LDA uses a detailed non-
parametric Bayesian model of the prior probability over
all the clusters. Similar to the naive-Bayes model [36],
LDA uses point estimates of multinomials as conditional
distributions for each cluster. In this paper, we focus on
the full Bayesian version of LDA that uses a Bayesian
model for computing the probability of an observation
given each cluster [21]. Similar to the DCM model, the

1Note that the equation for sh is a nonlinear equation in one
variable, and needs to be first solved before estimating the βhj

values.



Bayesian LDA models assumes a Dirichlet prior over all
multinomials, where the Dirichlet parameter is different
for every cluster. Figure 3 shows the graphical model
representation of the Bayesian LDA model.

Figure 3: Graphical plate model of LDA. z are the
latent cluster variables, α, β, φ and θ are the model
parameters, and w are the observed words.

Unlike the previous models, LDA assumes a differ-
ent topic distribution for every document. In particular,
in order to generate a document w,2 a topic distribution
θ is first sampled from a Dirichlet prior, with parame-
ter α, on the topic simplex. To generate the ℓth word of
the document, a topic zℓ is first sampled at random from
the topic distribution θ. Then a topic-specific multino-
mial φzℓ

for the word distribution is sampled from the
Dirichlet prior with parameter β, corresponding to the
topic zℓ. Finally, the word wℓ is sampled according to
the multinomial φzℓ

. Thus, the probability of observing
the document w is given by

p(w|α,β) =

∫

θ

p(θ|α)

(

∏n
ℓ=1

∑

zℓ
p(zℓ|θ)

∫

φ
p(wℓ|φ)p(φ|βzℓ

)dφ

)

dθ .

For a k component topic model, each zℓ ∈ {1, . . . , k}.
Consider a corpus w = {w1, . . . , wn}, where word

wℓ is from document dℓ. Given particular values of α

and β, the main inference problem to be solved involves
estimating zℓ for each word wℓ. As [21] showed, the
inference problem can be solved using Gibbs sampling.
In particular, from Bayes rule, the conditional posterior

2We denote a document as a sequence w of words rather than a
feature vector x as before. Note that vMF uses the feature vector
representation, but DCM actually uses a sequence representation
that can be compiled into a feature vector form.

distribution for zℓ is given by
(2.15)
p(zℓ = h|z−ℓ,w) ∝ p(wℓ|zℓ = h, z−ℓ,w−ℓ)p(zℓ = h|z−ℓ) .

A careful calculation [21] shows that both terms in the
right hand side can be computed in closed form. In
particular, we have

p(wℓ|zℓ = h, z−ℓ,w−ℓ) =
n

(wℓ)
−ℓ,h + β

n
(·)
−ℓ,h + dβ

,

where n
(wℓ)
−ℓ,h is the number of instances of word wℓ

assigned to topic h not including the current word,

n
(·)
−ℓ,h is the total number of words assigned to topic
h not including the current word, and β is assumed to
be uniform across all words, i.e., all components of β

are the same. Note that β is a hyper-parameter that
determines how heavily the estimates are smoothed.
The second component of the (2.15) can be expressed
as

p(zℓ = h|z−ℓ) =
n

(dℓ)
−ℓ,h + α

n
(dℓ)
−ℓ,· + kα

,

where n
(dℓ)
−ℓ,h is the number of words from document

dℓ assigned to topic h, not including the current one,

and n
(dℓ)
−ℓ,· is the number of words in document dℓ, not

including the current one.
Based on the above discussion, the conditional

posterior probabilities of the topic assignments of each
word is given by

(2.16) p(zℓ = h|z−ℓ,w) =
n

(wℓ)
−ℓ,h + β

n
(·)
−ℓ,h + dβ

n
(dℓ)
−ℓ,h + α

n
(dℓ)
−ℓ,· + kα

.

A Markov Chain Monte Carlo algorithm based on the
above equation can then be used to get samples from
the topic distribution [21].

3 Online Topic Models

Unlike batch topic models, the literature on online topic
models is not as extensive. However, there is growing
interest in online topic models for text, since several
applications of topic modeling have to deal with content
that is generated over time. In particular, the explosion
of consumer generated media on the web provides a
strong motivation for an detailed study of online topic
models. In this section, we present online versions of
the three topic models discussed in Section 2. We
also discuss a hybrid scheme of interleaving online topic
modeling on streaming text with intermittent batch
processing, to combine the higher efficiency of the online
algorithm with the higher performance of the offline
algorithm.



3.1 Online vMF The mixture of vMF distributions
model is the simplest of the three models discussed in
Section 2. We focus on the spherical kmeans algorithm,
which is a popular special case of the general vMF
model, and propose a version that is fully online. Since
the batch vMF model uses the EM algorithm, our
extension is partly motivated by the analysis of [34],
and an application of a similar analysis on frequency
sensitive clustering due to [6].

Given an existing mixture of vMF model based on
a stream of t documents, and given a new document
xt+1, the document can be assigned to the best cluster,
i.e., the cluster having highest posterior probability
p(h|xt+1), following (2.9). Now, the parameters of the
model need to be updated based on the new document.
While there are several choices of doing such an update,
we choose a simple approach of only updating the
parameters of the mixture component to which the
current document got assigned to. Such a choice
is partly motivated by theoretical results on online
learning of exponential family distributions [7, 3]. In
particular, for exponential family distributions, one can
show a strong relative loss bound on streaming data
based on the following simple recursive update of the
mean parameter

µ(t+1) = µ(t) +
1

t+ 1
(xt+1 − µ(t)) .

In practice, as t increases, the last term becomes van-
ishingly small, which may not be desirable particularly
in non-stationary environments. A practical trade-off is
to maintain an effective count ct+1 = (1 − 1/L)ct + 1,
where L is the effective memory length [6]. Note that
as t → ∞, ct → L from below. In case of von Mises-
Fisher distributions, the estimate of the mean has to be
normalized to lie on the unit hypersphere [6, 5], so that
the recursive update becomes

(3.17) µ(t+1) =
µ(t) + 1

ct+1
(xt+1 − µ(t))

‖µ(t) + 1
ct+1

(xt+1 − µ(t))‖
.

Thus, the online vMF model is a truly online model that
processes one point at a time and does not need to store
any additional information other than the current set of
parameters.

3.2 Online DCM The basic DCM model is not an
exponential family distribution, so the simple recur-
sive update is not appropriate for the mixture of DCM
model. In fact, the EDCM model, which is an exponen-
tial family approximation to DCM, is actually not an
exponential family model in the form it appears in [18],
since the cumulant function has not been determined

exactly. The knowledge of the cumulant function is cru-
cial to applying the simple recursive exponential family
update [7, 3] because of the following reasons:

(i) The EDCM is expressed in terms of its natural
parameters. The maximum likelihood estimate of
the natural parameter θ for any exponential family
distribution is given by θ̂ = ∇ψ−1

(

1
n

∑n
i=1 xi

)

,
where ψ is the cumulant and xi are the samples.
Thus, such an estimation is not possible without
the knowledge of the cumulant ψ. Further, other
than constant variance Gaussians, the estimation
equation cannot be written in a recursive form
suitable for online updates.

(ii) The maximum likelihood estimate of the expecta-
tion parameter µ for any exponential family dis-
tribution is given by µ̂ =

∑n
i=1 xi, which read-

ily allows a recursive form that is appropriate for
online updates. However, in order to compute
the probability of a document p(x|µ) given the
EDCM model and the estimated mean parameter,
one needs to be able to either express the EDCM
distribution in terms of its mean parameters, or
get the corresponding estimate of the natural pa-
rameters, both of which require the knowledge of
the cumulant [7].

As a result, we resort to a more explicit windowed
update that we describe next. Consider an existing mix-
ture of EDCM models based on a stream of t documents.
Given a new document xt+1, it is straightforward to
compute p(h|xt+1) from the existing model components,
by applying Bayes’ Rule. After assigning the document
to the most likely component, we update the compo-
nent parameters as follows. Let ML

h be the set of the
last L documents that have been assigned to topic h.
If the new document xt+1 is assigned to topic h, then
ML
h is updated by inserting xt+1 in, and deleting the

oldest document in the set. Then, the documents in
ML
h is used to estimate a new sets of parameters fol-

lowing (2.13) and (2.14). The parameters of the EDCM
components are updated as a moving average of the new
estimated parameters and the existing parameter values
over the sliding window.

3.3 Online LDA For learning the LDA model on-
line, we use the incremental LDA model proposed
in [41]. In the incremental LDA algorithm, batch LDA
is initially run on a small window of the incoming data
stream and the LDA parameters φ and θ are initialized
using the MAP estimates φ̂ and θ̂ estimated from this



window:

φwl

j =
nwl

j + β

n
(.)
j +Wβ

,(3.18)

θdl

j =
ndl

j + α

ndl

(.) + Tα
,(3.19)

where nwl

j is the number of times the word wl is assigned

to topic j, n
(.)
j is the sum of nwl

j over all words, ndl

j is
the number of times a word from document dl has been
assigned to topic j, and ndl

(.) is the sum of ndl

j over all
topics.

Henceforth, with the arrival of every new document
d, the topic assignment of the ith word in the document
is estimated as:

(3.20) P (zi = j|z−i, w) ∝ φ̂wi

j

nd−i,j + α

nd−i,. + Tα
.

Subsequently, the MAP estimates φ̂ and θ̂ are up-
dated using the expected assignments of words to topics
in d. This process of assignment of incoming topics and
update of the MAP estimates of the parameters is con-
tinued till the end of the document stream. Note that
this is not the true online Bayesian version of the LDA
algorithm, since it does not update the posterior distri-
bution over the parameters φ and θ – instead, it works
with their MAP estimates. Nonetheless, the incremental
LDA algorithm is efficient, since the topic assignments
and parameter updates with every new incoming docu-
ment depends only on the accumulated counts and the
words in the current document.

3.4 Hybrid Scheme In the different motivating ex-
amples outlined in Section 1, online topic modeling is
necessary for real-time topic analysis of an incoming
document in the data stream. But at the same time
it may be required to run offline topic models inter-
mittently on the repository where the incoming data is
stored, in order to get robust statistics of the overall
topic model (and hence better clustering) from collec-
tive inference over a large text corpus. As a result, what
we need in such applications is a hybrid topic modeling
scheme that alternates between two phases:

• Stream phase: run an online topic algorithm on
streaming data;

• Offline phase: run a batch algorithm on offline
repository data.

A hybrid algorithm can operate on different sched-
ules of alternation between the Stream and Offline

phases. Similar schemes have been used successfully in
clustering evolving data streams [2]. In our experiments,
we consider a schedule where we run the Stream phase
over a fixed number of elements in the text stream,
followed by one iteration of the Offline phase. This
would be useful in settings where the data load is high
during peak time periods (e.g., the daytime) and low
during off-peak periods (e.g., at night). We study the
vMF model in the hybrid scheme, using online vMF in
the Stream phase and the batch vMF in the Offline

phase.

4 Experiments

We performed experiments on several large real-world
text datasets, in order compare the performances of the
algorithms discussed in this paper. This section outlines
the details of the datasets and evaluation measures,
describes the experimental methodology, and finally
discusses the results of the experiments.

4.1 Datasets We used the 20 Newsgroups collection
and four subsets derived from it.3 The news-20 col-
lection has about 20,000 messages harvested from 20
different Usenet newsgroups, with about 1000 messages
from each newsgroup. From the original dataset, four
reduced datasets were created:

• subset-20: consists of 100 documents sampled ran-
domly from each of the 20 newsgroups;

• sim-3: consists of 3 newsgroups on simi-
lar topics (comp.graphics, comp.os.ms-windows,
comp.windows.x) with significant overlap between
clusters due to cross-posting;

• rel-3: consists of 3 newsgroups on related
topics (talk.politics.misc, talk.politics.guns,
talk.politics.mideast);

• diff-3: consists of articles posted in 3 news-
groups that cover different topics (alt.atheism,
rec.sport.baseball, sci.space) with well-separated
clusters.

Since the overlap between topics in sim-3 and rel-3 is
significant, they are more challenging datasets to cluster
than diff-3. subset-20 is a more difficult datasets than
news-20, since clustering lesser number of documents
embedded in a high-dimensional space is generally a
more difficult task. So, we see that the different datasets
considered for the experiments cover a wide spectrum,
in terms of data set size and difficulty of clustering.

3http://people.csail.mit.edu/jrennie/20Newsgroups/



We also harvested news articles from the Slashdot
website4 and created 2 datasets. For each category
in these datasets, we collected 1000 articles primarily
tagged with the category label, and then removed
articles that were posted to multiple categories.

• slash-7 contains 6714 news articles posted to 7
Slashdot categories: Business, Education, Enter-
tainment, Games, Music, Science and Internet.

• slash-6 contains 5182 articles posted to the 6 cate-
gories: Biotech, Microsoft, Privacy, Google, Secu-
rity, Space.

All the datasets used the bag-of-words representa-
tion with word-level features, and were pre-processed
using stop-word removal, TFIDF weighting (for vMF
only, since LDA and DCM can handle only counts), re-
moval of very high-frequency and low-frequency words,
etc., following the methodology of Dhillon et al. [15].
The size and dimensionality of the datasets after pre-
processing is listed in Table 2.

Dataset Size Dimensions Clusters
news-20 19941 25936 20
subset-20 1997 13341 20
rel-3 2996 10091 3
sim-3 2980 5950 3
diff-3 2995 7670 3
slash-7 6714 5769 7
slash-6 5182 4498 6

Table 2: Datasets used in experiments.

4.2 Evaluation The following evaluation measures
were used in the experiments:

• Cluster quality: We used normalized mutual infor-
mation (nMI) as our quantitative evaluation mea-
sure of the final clustering output by the topic mod-
eling algorithms. nMI is an external clustering vali-
dation metric that estimates the quality of the clus-
tering with respect to a given underlying category
labeling of the data: it measures how closely the
clustering algorithm could reconstruct the under-
lying label distribution in the data [42, 17]. If C
is the random variable denoting the cluster assign-
ments of the points and K is the random variable
denoting the underlying class labels on the points,
then the nMI measure is defined as:

(4.21) nMI =
I(C;K)

√

H(C) ×H(K)
,

4http://www.slashdot.org

where I(X;Y ) = H(X)−H(X|Y ) is the mutual in-
formation between the random variables X and Y ,
H(X) is the Shannon entropy of X, and H(X|Y )
is the conditional entropy of X given Y [13]. nMI
effectively measures the amount of statistical infor-
mation shared by the random variables representing
the cluster assignments and the category labels of
the data points.

• Time: For the batch algorithms, we measured
the time taken to converge to the final clustering
solution. In the online case, we report the average
time to cluster each incoming document, which
is the natural performance measure for an online
algorithm that incrementally processes incoming
streaming data.

Apart from this, we show sample topics output
by these algorithms, for illustration purposes. We
also show the confusion matrix from the clustering,
which shows how the data points, assigned to different
underlying labels, are actually distributed across the
various clusters.

4.3 Results We performed the following three exper-
iments. For each experiment, the category labels were
removed from the datasets before clustering. After clus-
tering, the nMI of each cluster partitioning was calcu-
lated with respect to the known underlying categoriza-
tion. Time was calculated as the total system time in
seconds (without I/O), and the experiments were run
on a 1.7GHz-CPU 2MB-RAM machine using the Mat-
lab platform.

4.3.1 Experiment 1 This compares the perfor-
mance of the three batch algorithms – LDA, EDCM and
vMF – on the 7 datasets. Table 3 shows the nMI and run
time results averaged across 5 runs, where NMF has the
highest nMI accuracy and lowest run time for most of
the datasets. LDA and EDCM outperformed vMF on
subset-20 and news-20 respectively, but in those cases
vMF achieved close to the best nMI values in a fraction
of the time.

Tables 4 and 5 show the top dozen highest weighted
words in clusters obtained by vMF on different datasets,
illustrating that vMF is capable of finding good topics.
Table 6 shows two sample confusion matrices represent-
ing the results of batch vMF, showing that vMF gets
coherent clusters.

4.3.2 Experiment 2 This experiment compares the
online algorithms – o-LDA, o-EDCM and o-vMF – on
the 7 datasets. The nMI and time results shown in Ta-
ble 7 are averaged across 5 epochs. In each epoch, we



nMI Run Time (sec)
Dataset vMF EDCM LDA vMF EDCM LDA

news-20 0.51 0.54 0.53 204 934 352
subset-20 0.41 0.36 0.43 14 25 34
sim-3 0.27 0.12 0.11 2 4 15
rel-3 0.38 0.30 0.28 3 9 17
diff-3 0.82 0.81 0.74 1 7 16
slash-7 0.39 0.22 0.31 15 40 47
slash-6 0.65 0.36 0.46 6 26 36

Table 3: Performance of batch LDA, vMF and EDCM
algorithms, w.r.t. nMI of final clustering result and time
to convergence of the algorithms, averaged over 5 runs.
Best nMI for every dataset is highlighted.

music web scientists internet games
apple google nasa broadband gaming
itunes search space domain game
riaa yahoo researchers net nintendo
ipod site science network sony

wikipedia online years verisign xbox
digital sites earth bittorrent gamers
napster ebay found icann wii

file amazon brain service console
drm engine university access video
songs users human voip article

industry browser research dns microsoft

Table 4: Five of the topics obtained by running batch
vMF on slash-6.

took a random permutation of the documents in the
data and streamed it through the online algorithms. o-
vMF substantially outperforms o-LDA and o-EDCM for
all datasets, and for some datasets, e.g., news-20, subset-

20, online vMF even outperforms batch vMF. This is an
interesting phenomenon that has been observed in pre-
vious work [6]. In general, the online algorithms give
worse nMI results than the corresponding batch algo-
rithms, which is expected since the online algorithms
can only update the cluster statistics incrementally. The
incremental o-LDA algorithm was given the first 5% of
the data stream to perform the initial windowed Gibbs
update. o-LDA is very fast but does not give compa-
rable results to o-vMF. The windowed online EDCM
algorithm takes an order of magnitude more time than
o-LDA but gives comparable results.

4.3.3 Experiment 3 Since vMF had overall the best
performance in Experiments 1 and 2, in this experiment
we evaluate the performance of h-vMF, the hybrid
scheme for vMF. h-vMF was run on the news datasets
5 times – in each run, we took a random permutation
of the documents in the data and streamed it through

windows turkish game god israeli
dos armenian team bible israel
files armenia games christian moral
file genocide hockey jesus arabs
disk turkey year church arab
drive radar play christians absolute
port armenians season atheism killed

program soviet baseball religion morality
irq list pens people lebanon
ftp turks players faith lebanese

modem detector league life people
ibm people player christianity civilians

Table 5: Five of the topics obtained by running batch
vMF on subset-20.

diff-3 slash-6

10 28 932 9 0 3 1 10 1178
11 958 54 11 8 40 31 753 6

976 13 13 22 1 15 580 309 17
2 0 808 10 52 0
2 520 44 16 13 2

505 0 8 49 138 19

Table 6: Confusion matrices after running batch vMF
on diff-3 and slash-6. Rows correspond to cluster la-
bels, columns to class labels, entry(i, j) is the number
of points in cluster i with class label j. A diagonally
dominant confusion matrix ⇒ cluster partitioning cor-
responds well to the underlying class labeling.

h-vMF. The Stream phase was applied on the data
stream, and after every 20% of the stream, one iteration
of the Offline phase was run. Table 8 shows the
final nMI results and the average run time across the
different Offline phases, averaged over 5 runs. As
expected, the hybrid algorithm is faster than the batch
vMF and gives better performance than the online
vMF algorithms, thereby giving a good tradeoff between
speed and accuracy.

Figure 4 shows how the nMI values improves with
increasing fraction of the dataset being processed by h-
vMF. As expected, there are sharp jumps in the plot at
intermittent points along the data stream – these are
where h-vMF switched to the Offline phase from the
Stream phase and improved the clustering, validating
our claim that intermittent batch processing improves
the clustering performance. Note that on more difficult
datasets, e.g., sim-3, the Stream phase can accumulate
errors along the way, as previously noted by [2] –
running intermittent Offline phases can correct these
errors and improve the overall performance.



nMI Time per doc (sec)
Dataset o-vMF o-EDCM o-LDA o-vMF o-EDCM o-LDA

news-20 0.54 0.39 0.30 0.011 0.565 0.010
subset-20 0.42 0.27 0.29 0.032 0.361 0.041
sim-3 0.17 0.09 0.08 0.014 0.053 0.011
rel-3 0.31 0.16 0.19 0.019 0.092 0.012
diff-3 0.72 0.62 0.60 0.009 0.061 0.008
slash-7 0.34 0.16 0.12 0.007 0.048 0.006
slash-6 0.54 0.25 0.30 0.005 0.035 0.004

Table 7: Performance of online LDA, vMF and EDCM
algorithms, w.r.t. nMI of final clustering result and av-
erage time to process one incoming document, averaged
over 5 epochs. Best nMI for every dataset is highlighted.

Time (sec) nMI
Dataset h-vMF vMF o-vMF h-vMF vMF

news-20 17.8 204 0.54 0.51 0.51
subset-20 4.6 14 0.42 0.42 0.41
sim-3 1.3 2 0.17 0.21 0.27
rel-3 1.7 3 0.31 0.33 0.38
diff-3 1.1 1 0.72 0.81 0.82
slash-7 6.2 15 0.34 0.37 0.39
slash-6 2.1 6 0.54 0.60 0.65

Table 8: Performance of h-vMF. Time to process the
data stream is less than the batch algorithm, while the
performance is in between the batch and the online
algorithms. The time and nMI values of vMF and o-
vMF are the same as previous tables.

5 Related Work

Our work is related to two different existing research
directions: unsupervised models for text analysis, and
online/streaming models for data analysis. Significant
work has been done on both the directions, especially
over the past few years. In this section, we briefly review
some of the existing work and how they relate to our
current work.

As discussed in Section 2, currently there are several
popular generative models for unsupervised text analy-
sis, which can be categorized into broad groups based
on the assumptions made about the prior as well as the
conditional distributions. The first category of models
used point estimates for both priors and conditionals.
The two most popular examples are the naive-Bayes
with multinomials [36] and the mixture of von Mises-
Fisher (vMF) models [5]. Experimental comparisons
have shown that the basic vMF model tends to perform
marginally better than the basic naive-Bayes model [49],
although the performance of naive-Bayes can be im-
proved using annealing [18] and other heuristics [39].
The second category of models use a point estimate for
the prior, but a Bayesian model for the conditional. The
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Figure 4: nMI results of h-vMF algorithm on the news
datasets, along increasing fractions of the data stream.
The Stream phase is run on the data incrementally,
with one iteration of the Offline phase at every 20%
of the stream.

most prominent of such models is the Dirichlet mixture
(DM) model [45, 46], also known as the Dirichlet com-
pound multinomial (DCM) model [29, 18]. Learning of
both the first two categories of models use a variant of
the EM algorithm, where approximations [5, 18] and/or
fast iterative algorithms [32] are used for the parameter
learning step. Further, both categories of models as-
sume all documents in a corpus to have a single fixed
distribution over topics. The third category of models
relaxes this assumption, and allows each document in
a corpus to have a different topic distributions. While
probabilistic latent semantic indexing (PLSI) [22] was
one of the first models in this category, latent Dirichlet
allocation (LDA) [10] as well as its full Bayesian vari-
ants [21] have become significantly more popular over
time. Such approaches use a non-parametric Bayesian
modeling of the prior and a full Bayesian model of the
conditional [21]. Extensions to such models to include
author, role, communities, as well as sub-topics have
been studied in the recent years [44, 26, 50].

Extensive research on analysis of data streams has
been done in the database and data mining communi-
ties. One important part of the research has focussed on
the core data management issues for data streams, in-
cluding extensions of query languages and data models
to handle streams [4, 25]. A large part of the research
has been motivated by specific problems and applica-
tions, including novelty detection [1, 28, 51, 19, 47],
frequent pattern mining [12, 30], as well as cluster-



ing [38, 24, 2, 37, 6]. Classification, regression and re-
lated learning methods have been independently stud-
ied by the database/data mining communities [43, 23]
as well as the machine learning community [27, 11].

Although unsupervised online clustering and its ap-
plications to text analysis is becoming increasingly im-
portant, except for a few important ideas, the domain
seems to be largely unexplored. One of the impor-
tant earlier ideas on clustering evolving data streams
suggested using a hybrid online-offline strategy, rather
than a one pass algorithm, based on practical considera-
tions [2]. It was argued that a simple one pass algorithm
may carry forward unimportant past information, and
may miss important information on how the clusters are
evolving without looking at time windows. Further, as
we note in our current work, offline aggregation after
a phase of fast online updates may be desirable for ac-
curacy reasons [2]. Some of the other important ideas
include a class of online clustering algorithms on data
streams with performance guarantees [37], and exten-
sions to kmeans to work on binary data streams [38].

The literature on online models for unsupervised
text analysis and topic modeling is surprisingly small,
which was part of the motivation for our present study.
One of the earliest ideas was an extension of a variant
of the spherical kmeans algorithm [15] to work on text
streams [6], and is an example of an online extension of
the first category of text models we discussed earlier.
Online extensions of the text models of the second
and third category have also happened over the past
year. The online extension of the Dirichlet mixture
model proposes to use a multinomial particle filter [33].
A recently proposed dynamic extension of the original
latent dirichlet allocation (LDA) model uses ideas from
linear dynamical systems, and have given encouraging
results based on variational inference [9]. Another
recent paper proposes an online extension of the full
Bayesian version of LDA [41], which is the incremental
LDA algorithm used in this paper.

6 Conclusion

This paper first compares the performance of three pop-
ular topic models – LDA, vMF, EDCM. It empirically
demonstrates, via thorough experiments, that vMF pro-
vides the best overall performance for document catego-
rization in batch processing, discovering coherent under-
lying topics in the process. It also presents a new online
algorithm for vMF, which outperforms corresponding
online versions of LDA and EDCM. Finally, it proposes
a practical hybrid scheme for topic modeling, which
gives a good tradeoff of performance and efficiency for
processing streaming text.

In future work, we would like to investigate other

hybrid topic model schemes, which can do a load-
based switch between the online and batch algorithms,
depending on the rate of incoming documents in the
text stream. We would also like to incorporate model-
selection into the online algorithms – this would enable
the online component to detect new topics in the
Stream phase, and the batch algorithm to get better
statistics for the newly discovered topic clusters in the
Offline phase. On the theoretical side, we would
like to study the loss bounds for the online algorithms
outlined in this paper in more detail, and compare the
theoretical bounds to the empirical results.
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